
Part 3

Ordinal logistic regression



Ordinal outcome

Use when the outcome is categorical, there are 3 or more levels, and there is an 
ordering to the levels

For instance:
– Mild, moderate or severe disease
– Below, at or above expected performance
– Strongly disagree, disagree, neither agree nor disagree, agree, strongly agree



Ordinal logistic regression

An extension of binary logistic regression used when the outcome is ordinal

We will focus on the proportional odds model



Assumptions

1. Independence of errors

2. Linearity of the logit (to be checked for every continuous predictor)

3. No multicollinearity: Predictor variables should not be highly correlated (only an 
assumption for multiple ordinal logistic regression)

4.   The proportional odds assumption….



The proportional odds model

• When we use a proportional odds model, we make a key assumption about the data:

• The predictor variable has the identical effect at each cumulative split

• As proportional odds models make this assumption, we only get one odds ratio for 
each continuous predictor/one odds ratio for each comparison of a categorical 
variable (e.g. marital_statusSingle – marital_statusCohabiting)



The proportional odds assumption

Does hamster ownership (yes/no) predict happiness (agree, neither agree nor disagree, 
disagree)? 

Disagree Agree

Happy

Disagree vs Neither agree nor disagree or agree: OR = 1.88

Disagree or Neither agree nor disagree vs agree: OR = 1.88

HamsterYes = 1.88

Neither 
agree nor 
disagree



Example
What factors predict happiness?

Does hamster ownership, marital status, 
and number of hours free time an 

individual has predict response to the 
following survey question:

I am happy:
• Agree
• Neither agree nor disagree
• Disagree

• Predictors: Hamster ownership (yes/no), marital status (single, cohabiting, married, 
divorced), and hours free time (continuous)

• Outcome: Happy (Agree/Neither agree nor disagree/Disagree)



1. Prepare dataset:
Variable types 

• Outcome: ordered factor

• Predictors:
– Categorical: factors with first level as the reference category:

• Hamster ownership = no
• Marital status = single

– Continuous: numeric/integer variable
Check using the “str” 
function and adjust 

variables as required



1. Prepare dataset: 
Changing variable types

• Outcome: needs to be an ordered factor



1. Prepare dataset: 
Check the structure

• Hours_free_time is an integer
• Marital_status is a factor, with single as the first factor level
• Hamster is a factor, with ”No” as the first factor level
• Happy is an ordered factor



2. Explore the data and check for separation 
Categorical variables: use ‘table’

Hamster ownership Marital status

No evidence of complete separation or quasi-complete separation for 
either variable



3. Running the model
Code to run the model

Keep output

Function to run the 
proportional odds 

model

Outcome 
variable

Predictor 
variables

Dataframe

Set to TRUE so we can 
produce the summary

Produces 
the model 
summary

Library: need the MASS package



3. Running the model
Model output

No warning messages – no 
evidence of complete separation 

or quasi-complete separation



4. Evaluating the model
Comparing to the intercept-only model

• In binary logistic regression, the intercept-only model was calculated automatically 
alongside the specified model, allowing us to use output from the model to evaluate 
the model

Binary logistic 
regression:

Null deviance = 
deviance for the 

intercept-only 
model

Residual deviance 
= deviance for 

specified model



4. Evaluating the model
Comparing to the intercept-only model

• When running a proportional odds model, we only get the residual deviance 
(deviance for specified model)

• Proportional 
odds model:

Residual deviance 
= deviance for 

specified model



4. Evaluating the model
Comparing to the intercept-only model

• We therefore need to create a second model including only the intercept

• We can then use the ‘anova’ function to compare the specified model to the 
intercept-only model



4. Evaluating the model
Comparing to the intercept-only model

Which models 
are being 

compared?

Chi square = LR stat
Df = Df

p = Pr(Chi)• X2(5) = 17.51, p = .004



4. Pseudo R2s

• McFadden = 0.15
• CoxSnell = 0.28
• Nagelkerke = 0.32



5. Interpreting the individual predictors
The intercepts

• Two intercepts?!

• When running a proportional odds 
model, we have outcome_levels – 1 
intercepts

• Here, three possible outcomes 
(disagree, neither agree nor 
disagree, and agree) so two 
intercepts



5. Interpreting the individual predictors
The intercepts
• What do the intercepts mean?

| denotes where the cumulative split is:

• Disagree|Neither agree nor disagree = 
Disagree vs Neither agree nor disagree 
OR agree

• Neither agree nor disagree | Agree = 
Disagree or Neither agree nor disagree 
vs agree



5. Interpreting the individual predictors
The intercepts
• What do the intercepts mean?

The intercept displays the log odds of 
having the category (or categories) 

before | when:

• Each categorical variables = reference 
category

• Each continuous variables = 0



5. Interpreting the individual predictors
The intercepts
• What do the intercepts mean?

The log odds that happiness = 
disagree when:

• Hamster = No
• Marital status = Single
• Hours_free_time = 0

The log odds that happiness = 
disagree OR neither agree nor 
disagree when:

• Hamster = No
• Marital status = Single
• Hours_free_time = 0



5. Interpreting the individual predictors
The predictors

• One Estimate for each predictor – explains each cumulative split. 

• For instance, imagine we get an odds ratio of 3.55 for HamsterYes:

– Individuals who have a hamster have ~3.55x higher odds of responding neither agree nor 
disagree or agree (as opposed to ‘disagree’) relative to individuals who do not have a 
hamster

– Individuals who have a hamster have ~3.55x higher odds of responding agree (as opposed 
to ‘disagree’ or ‘neither agree nor disagree’) relative to individuals who do not have a 
hamster



5. Interpreting the individual predictors
The predictors

• We can summarise this by saying:

• Individuals who have a hamster have 3.55x higher odds of being more happy (e.g. 
agree vs neither agree nor disagree or disagree) relatively to individuals who do not 
have a hamster



5. Interpreting the individual predictors
The predictors: Hamster

The change in the log odds of 
being more happy when 

moving from HamsterNo to 
HamsterYes, when holding 

the other variables constant



5. Interpreting the individual predictors
The predictors: Hours_free_time

The change in the log odds of 
being more happy with a one 

unit increase in 
Hours_free_time when 

holding the other variables 
constant



5. Interpreting the individual predictors
The predictors: marital_statusCohabiting

The change in the log odds of being 
more happy when moving from 

marital_statusSingle to 
marital_statusCohabiting, when 

holding the other variables constant

Repeat for the rest…



5. Evaluating individual predictors
Exponentiated values



5. Evaluating individual predictors
Exponentiated values

• HamsterYes: Odds ratio: the change in odds of being more happy (e.g. “agree” vs “neither agree nor 
disagree” or “disagree”), when holding the other variables constant

• Hours_free_time: Odds ratio: the change in odds of being more happy (e.g. “agree” vs “neither agree nor 
disagree” or “disagree”) with a one unit change in hours_free_time, when holding the other variables 
constant

• marital_statusCohabiting: Odds ratio: the change in odds of being more happy (e.g. “agree” vs “neither 
agree nor disagree” or “disagree”), when holding the other variables constant

…..



5. Odds ratio confidence intervals



5. P-values

• Wait… where are the p-
values for the individual 
predictors?!

• R does not output them, but 
these can be calculated



5. P-values



P-values

• No stars this time, need to 
carefully examine the p-
values yourself

• Hours_per_day is significant 
(p = .006)

• marital_statusMarried is 
significant (p = .026)

• Ignore significance of 
intercepts 



6. Predicted probabilities

• Predicted probabilities are a little more complex when we have 3+ levels of the 
outcomes variable
à Need to know the predicted probability for each individual within each outcome 
category

• Can use same ‘fitted’ function, but…

• We shouldn’t make this a new variable in our existing dataframe, as it will only 
display the values for one of the outcome levels (e.g. disagree)



6. Predicted probabilities

• Instead, save this to it’s own object name:

• Predicted probability each individual is in 
each level of the outcome

• This is useful, but it would be good to 
have this information linked to our 
predictors



6. Predicted probabilities

Binds our original 
datafame and the 

predicted 
probabilities



Checking assumptions

• Linearity of the logit

• No multicollinearity 

• Same as in part 2



7. Proportional odds assumption
Very important!!!

P-value

Sometimes goes 
off centre – last 
number is the p-
value (e.g. 0.69 
is the p-value 

for 
Hours_free_tim

e

Omnibus = model

Also value for each 
comparison (e.g. 

continuous 
predictor or 

comparison for 
categorical 
predictors)



7. Proportional odds assumption
Very important!!!

P-value

Sometimes goes 
off centre – last 
number is the p-
value (e.g. 0.69 
is the p-value 

for 
Hours_free_tim

e

If p > .05 for all, no 
violation of the 

proportional odds 
assumption



Thank you for listening!

Please post any questions on the relevant Qualtrics link on Moodle.


