
Part 2

Multiple binary logistic regression



Example
What factors predict happiness?

Does hamster ownership, marital 
status, and number of hours free time 
an individual has predict response to 

the following survey question:

Are you happy?
• Yes
• No

• Predictors: Hamster ownership (yes/no), marital status (single, cohabiting, married, 
divorced), and hours free time (continuous)

• Outcome: Happiness (Yes/No)



1. Prepare dataset: 

• Outcome: binary:
– Set as a numeric variable, where 1 is the outcome we are interested in (e.g. happiness = 

yes) and 0 is the other level (e.g. happiness = no)

• Predictors:
– Categorical: factors with first level as the reference category:

• Hamster ownership = no
• Marital status = single

– Continuous: numeric/integer variable
• Hours free time Check using the “str” function and 

adjust variables as required



1. Prepare dataset



2. Explore the data and check for separation 
Categorical variables: use ‘table’

Hamster ownership Marital status

No evidence of complete separation or quasi-complete separation for 
either variable



3. Run the model

Separate variables with a “ + “



3. Run the model

No error messages – no 
evidence of complete separation 

or quasi-complete separation



4. Evaluate the model 
Comparing to the intercept-only model

This indicates that adding the  
hamster ownership, marital 
status and hours free time 

variable to our model 
significantly improved the fit, 
compared to the null model 

containing intercept only



4. Pseudo R2s

• McFadden = 0.24
• CoxSnell = 0.28
• Nagelkerke = 0.37



5. Evaluating individual predictors
The intercept

The log odds that happiness = 
yes, when:
• Hamster = No
• Marital status = Single
• Hours_free_time = 0



5. Evaluating individual predictors
The hamster variable

• Interpretation of log odds is slightly different when you have 2+ predictors

• Change in log odds when holding other variables constant

The change in the log odds of 
happy = yes when moving from 

HamsterNo to HamsterYes when 
holding other variables constant



5. Evaluating individual predictors
The marital status variable

The change in the log odds of happy = 
yes when moving from 
marital_statusSingle to 

marital_statusCohabiting when holding 
other variables constant



5. Evaluating individual predictors
The marital status variable

The change in the log odds of happy = 
yes when moving from 
marital_statusSingle to 

marital_statusMarried, when holding 
other variables constant



5. Evaluating individual predictors
The marital status variable

The change in the log odds of happy = yes when 
moving from marital_statusSingle to 

marital_statusDivorced, when holding other 
variables constant



5. Evaluating individual predictors
The hours free time variable

The change in the log odds of happy = yes 
with a one unit increase in hours_free_time, 

when holding other variables constant



5. Evaluating individual predictors
Exponentiated values



5. Evaluating individual predictors
Exponentiated values

• Intercept: odds that happy = 1, when hamster = no, marital status = single, hours free time = 0

• HamsterYes: Odds ratio: the change in odds when going from HamsterNo to HamsterYes, when holding other 
variables constant

• marital_statusCohabiting: Odds ratio: the change in odds when going from marital_statusSingle to 
marital_statusCohabiting, when holding other variables constant

• marital_statusMarried: Odds ratio: the change in odds when going from marital_statusSingle to marital_ 
statusMarried, when holding other variables constant 



5. Evaluating individual predictors
Exponentiated values

• marital_statusDivorced: Odds ratio: the change in odds when going from marital_statusSingle to 
marital_statusDivorced, when holding other variables constant

• Hours_free_time: Odds ratio: the change in odds with a one unit change in the predictor, when holding other 
variables constant



5. Odds ratio confidence intervals



5. P-values

• p for Marital_statusMarried = 0.037

• p for Hours_free_time = .006



6. Predicted probabilities

A lot of variability

Model states there 
is a probability of 
0.63 participant 1 

will be happy

Value produced for 
every case



Assumptions

1. Independence of errors

2. Linearity of the logit (to be checked for every continuous predictor)

3. No multicollinearity: Predictor variables should not be highly correlated



7. Checking assumptions
Linearity of the logit

• Needs checking for every continuous predictor (here, just Hours_free_time)

• Same code as before:



7. Checking assumptions
Linearity of the logit

• Don’t interpret the model - we look at 
log_Hours_free_time_int only!!  

Not significant – no violation of the 
assumption of the linearity of the 

logit



7. Checking assumptions
Multicollinearity - VIF

• No multicollinearity: Predictor variables should not be highly correlated

• If all variables are continuous, categorical with only two levels, or a combination. This 
produces vif statistics:

VIF values above 10 
indicate a violation



7. Checking assumptions
Multicollinearity - VIF

• If any variable is a categorical with three or more levels, R outputs:

Takes into account 
degrees of freedom –

read this outcome

GVIF(1/(2*Df) is equal to the square root of VIF, so the cut 
off for GVIF(1/(2*Df) should be the square root of 10

GVIF(1/(2*Df) values 
above 3.16 indicate a 

violation



7. Checking assumptions
Multicollinearity: on our dataset

All values below 3.16 – No evidence 
of multicollinearity

• No multicollinearity: Predictor variables should not be highly correlated


